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Duty Cycle Effects
Clock Jitter
Statistical Circuit Modeling



Review from last lecture

Windowing - a strategy to address the problem of

requiring precisely an integral number of periods to use the
DFT for Spectral analysis?

* Windowing is sometimes used

* Windowing is sometimes misused



Review from last lecture

Windowing

Windowing Is the weighting of the time
domain function to maintain continuity at
the end points of the sample window

Well-studied window functions:

o Rectangular (also with appended zeros)
« Triangular

« Hamming

* Hanning

* Blackman
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Review from last lecture

Preliminary Observations about
Windows

Provide separation of spectral components

Energy can be accumulated around spectral
components

Simple to apply
Some windows work much better than others

But —windows do not provide dramatic
Improvement and can significantly degrade
performance if sampling hypothesis are met



Review from last Iect]gfre
Quantization Eftects

time and amplitude depicted
Zero-order sample/hold on DAC or zero-order hold on ADC interpreted output

DAC  Assume DAC will be used to generate a continuous time signal
Assume DAC is driven by a clock of period T

DAC inputs will be a discrete sequence X (tk ) = <Xquam (tk )>
DAC inputs can change only at times t,
The duration of each DAC input depends upon system

With zero-order S/H, it is assumed that the DAC output remains
constant between transaction times  Xour (t) = Xguan (t ) t, <t<t,,

Desired
A XOUT Output

XRerF e




Review from last lecture

Quantization Effects

(time and amplitude depicted)

16,384 pts res = 4bits

| | | | | | 1
200 400 B0O0 500 1000 1200 1400 1600

Is this signal band limited?



Review from last lecture

Spectral Characteristics of DAC

TDFT WINDOW
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Review from last lecture

Spectral Characteristics of DAC

Sampling Clock

DFT Clock



Review from last lecture

Summary of time and amplitude
guantization assessment

Time and amplitude quantization do not
Introduce harmonic distortion

Time and amplitude guantization do
Increase the noise floor



Duty Cycle Effects on Spectral
Performance of DACS &« oac quaniatonin krzm

DAC
CLK

What type of DAC output is desired?



Duty Cycle Effects on Spectral
Performance of DACS &« oac quanzatonuin rrzm
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(100% duty cycle)



Duty Cycle Effects on Spectral
Performance of DACS &« oac quanzatonuin rrzm

I

DAC
Zero-order Sample and Hold
(100% duty cycle)

ML _ i
DAC BEEEEEEEEEE 1
x| L L

Zero-order Sample and Hold

(50% duty cycle)

Return to Zero



Consider

Np=1
Ng =11
N =70
fsig=50
Nes=10

The fft spectrum should be nominally symmetric around
foLk/2=159Hz so will get only the fundamental, second harmonic,
and third harmonic in the fundamental frequency half-period
which occurs at fft coefficient number 36 and the clock frequency
will be at fft coefficient number 71 (and thus the fundamental will

appear at fft coefficient numbers 11+1=12 and 71-11=60)
The relationship between fft coefficient number and frequency is given by

f:( n-1 ij|G or by n:1+f(NSIGJ
NsiG fsic
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ct M=16354 MNp =1 Mpsig =11 Msam =234.1 nres = 10 fCLA=ig = b.364 fDFTH=ig = 1489 DCye
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Rect 3I=1 6384 Np =1 Npsig =11 Nsam = 234.1 nres = 10 fCL/fsig = 6.364 fDFT/fsig = 1489 DCycle=1
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Rect N=16384 Np =1 Npsig =11 Nsam = 234.1 nres = 10 fCL/fsig = 6.364 fDFT/fsig = 1489 DCycle =1
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No spectral distortion components apparent



Magnitude of Fundamental 0.950 2nd Harmonic 0.000
in dB -0.4 -220.0

Res 10 No. points 16384 fsig = 50.00 No.DFT Periods 1.00
No Sig Periods 11.00 fCL/fsig 6.36 Nsamp =234.06 DutyCycle = 1.0

Rectangular Window

Pyyt =
Columns 1 through 8

-56.7666 -72.6329 -89.0180 -65.9223 -84.2996 -73.2991 -67.3277 -63.0000
Columns 9 through 16

-78.0844 -73.9060 -80.2415 -0.8009 -71.7226 -76.1473 -77.2781 -64.7624
Columns 17 through 24

-83.8268 -72.4855 -81.0600 -71.7684 -84.3311 -72.4003 -100.5411 -75.2036



Columns 25 through 32

-104.6890 -87.5996 -86.8260 -81.1797 -95.8796 -74.4617 -94.9546 -71.5626
Columns 33 through 40
-79.4929 -82.0122 -108.8848 -86.40/8 -108.8871 -73.6154 -80.9806 -75.0515
Columns 41 through 48
-97.3320 -78.9052 -99.3163 -80.8769 -91.3537 -74.6389 -110.0719 -77.5449
Columns 49 through 56

-107.4100 -75.6450 -92.3523 -72.3248 -90.2704 -78.7130 -94.4099 -64.8687
Columns 57 through 64
-89.3611 -75.9678 -85.3927 -15.3935 -95.8308 -75.1766 -95.9254 -63.5195
Columns 65 through 72

-87.8618 -73.6845 -108.7233 -68.9982 -119.8229 -71.7477 -120.0000 -71.7563



Columns 73 through 80

-119.9494 -68.7360 -109.5559 -73.6204 -89.4074 -63.5185 -97.8093 -74.8683
Columns 81 through 88

-08.2726 -18.1394 -88.4301 -76.0204 -92.7995 -65.1698 -98.4133 -75.7393
Columns 89 through 96

-94.8485 -72.0469 -97.3332 -76.9476 -112.87/36 -76.5337 -116.8212 -79.5798
Columns 97 through 104

-08.2141 -81.0207 -106.8397 -76.9870 -105.5319 -79.2621 -89.5668 -79.9400
Columns 105 through 110

-118.9287 -86.4077 -117.6606 -76.3449 -90.0484 -82.8245



1 M=16384 Np =1 Mpsig =11 MNsam = 234.1 nres = 10 fCLAsig = 6.364 fDFT/Asig = 1489 DCycl
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1 M=16384 Mp =1 Mpsig =11 MNsam = 234.1 nres = 10 fCLf=zig = 6364 fDFTAsig = 1489 DCycl
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Magnitude of Fundamental 0.950 2nd Harmonic 0.000
in dB -0.4 -220.0
Res 10 No. points 16384 fsig = 50.00 No.DFT Periods 1.00
No Sig Periods 11.0 fCL/fsig 6.36 Nsamp = 234.06 DutyCycle = 0.5
Rectangular Window
Columns 1 through 8
-64.9875 -75.2613 -95.1326 -71.2094 -90.2852 -76.6156 -73.2632 -69.5014
Columns 9 through 16
-83.9643 -77.8162 -86.0866 -6.5546 -77.4246 -78.1520 -82.8739 -67.8450
Columns 17 through 24
-89.2754 -77.9987 -86.4061 -73.3492 -89.4464 -72.4374 -105.4623 -75.4661

Columns 25 through 32

-109.3846 -77.1183 -91.3829 -74.6853 -100.0604 -83.0708 -98.8928 -75.4658



Columns 33 through 40
-83.0515 -77.2072 -113.3805 -73.0081 -111.6998 -82.3913 -83.3412 -72.6823
Columns 41 through 48
-99.2516 -77.3944 -100.3706 -69.8376 -92.1989 -78.5482 -111.3365 -67.6419
Columns 49 through 56

-106.9480 -72.1848 -91.2497 -64.1067 -88.1852 -72.9575 -91.1348 -57.9429
Columns 57 through 64

-85.1895 -73.1598 -79.8865 -9.1/12 -88.8113 -71.4550 -86.7115 -58.0188
Columns 65 through 72

-76.4621 -69.7368 -93.6087 -64.6782 -98.9534 -67.5523 -64.9561 -67.2996
Columns 73 through 80

-98.9315 -63.4010 -94.7247 -69.9035 -77.9584 -58.0242 -89.2150 -71.7656



Columns 81 through 88

-91.2239 -11.9238 -82.9849 -72.9920 -88.6074 -58.0323 -95.6827 -74.9840
Columns 89 through 96

-92.7477 -63.9572 -95.8693 -76.5352 -112.3992 -67.3668 -114.7685 -74.7990
Columns 97 through 104

-99.0492 -69.8650 -109.1443 -75.9390 -107.4431 -70.6650 -92.0134 -75.6831
Columns 105 through 110

-120.0000 -72.9982 -117.8073 -7/7.0/87 -93.6013 -72.8613



DAC Comparisons with Quantization

N 0 Nsam n A, A, A;
32K 1 142.5 8 -.596 -56.7 -64.5
128K 1 569.9 8 -.596 -56.7 -64.45
1024 1 6.8 6 .. 735 -44.7 -54.1
1024 1 6.8 12 -.594 -80.8 -69.6
1024 1 6.8 24 -.594 -120 -68.5
16K 1 109.2 6 -.729 -44.7 -52.7
16K 1 109.2 12 -.589 -80.8 -90
16K 1 109.2 14 -.589 -120 -92.7
256 1 1.7 18 -.589 -120 -48.2
1024 1 6.8 18 -.595 -120 -68.5
4048 1 27.3 18 -.588 -120 -72.3
16K 1 436.9 18 -.589 -120 -96.5
16K 1 234 10 -.801 -100.5 -82
16K 0.5 234 10 -6.55 -105.4 77.4




Return to Zero Effects

RTZ reduces signal level
RTZ does not introduce significant distortion

RTZ typically degrades SNR

Previous-code dependence in a data converter can introduce
significant distortion and this is often significant when operating with
high-frequency inputs and high-speed clocks

Return-to Zero can significantly reduce previous-code dependence

RTZ may significantly improve SDR (or SFDR or THD)

Effects of RTZ on SNDR are less apparent since SDR improves but SNR
deteriorates but in a good design, the distortion improvements with RTZ
may be sufficiently attractive to overcome the loss in SNR



Typical SFDR Plots
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From: Y. Cong and R. L. Geiger, "A 1.5-v 14-bit 100-MS/s Self-Calibrated DAC," IEEE J. of Solid State
Circuits, December 2003, vol. 38, no. 12, pp. 2051-2060.



http://class.ece.iastate.edu/vlsi2/docs/Papers%20Done/2003-12-JSSC-YC.pdf

Summary of Duty Cycle Effects

Duty Cycle does not introduce harmonic
distortion

Duty Cycle reduction reduces signal levels
thus degrades SNR

Duty Cycle reduction to achieve RTZ can
iImprove SDR and SNDR



Number of Samples/Period
] |

One Sample per Period Multiple Samples per Period

« Many authors use a data acquisition system and select one sample/period
« Spectrum analyzer will generally measure continuous-time effects
« What is most important in the DAC output is strongly system application dependent



Settling Characteristics of DACs

Nonlinear
Settling

Glitch

Glitch

Typical DAC Response

Glitches for even small changes in DAC output for some architectures can
be very large (hundreds or even thousands of LSBS)



Settling Characteristics of DACs

Incomplete
Settling

Ty
't

Incorrect
Settling

Typical DAC Response



Settling Characteristics ?f DACs

(Lo

Incomplete . |
p Ulﬂ// ~J

Settling

Incorrect
| Settling

Incomplete Settling: DAC output before steady state achieved
Incorrect Settling: DAC settles to wrong value

Both effects are invariably present when next clock edge
occurs in many applications



Settling Characteristics of DACs

: ) Lo
[ |

UA“\/TUU
Incorrect
Settling

 Settling error can be multiple LSB at Nyquist Rate !!
« Multiple LSB settling error does not cause distortion if settling is linear
 Glitches are a significant contributor to spectral distortion (at high frequencies)



Spectral Characterization of Data
Converters

 Distortion Analysis

* Time Quantization Effects
— of DACs
— of ADCs

« Amplitude Quantization Effects
— of DACs
— of ADCs

= Clock Jitter



Effects of Jitter on Spectral
Performance



Jitter and Skew

Jitter

Skew

Jitter and Skew




Model of Jitter

A
A\

Ideal
Clock

Jittery i i l
Clock i ﬂ) i

|
|
|
1
|
N‘ et
|
|
|
|
|

Assume t,, are uncorrelated uniformly distributed random variables

6. ©
t U -=Tg, =T
Jk < (ZSZSJ

Note: there can also be jitter in the ideal clock or there may be no ideal clock so zero
crossings may be modeled as a random walk or a sum of a random walk and uniform
jitter. Analysis more complicated in these cases.



Analytical Characterization of Clock Jitter

Assume the input can be expressed as

v, =R 4 VREE gin (t+0)
2

N
2
Rather than assuming that the clock has jitter and the input has no jitter, it
will be assumed that the clock has no jitter but the input contains the jitter.
This should provide the same jitter-based sampling errors. Thus, it will be
assume that the time variable in the input can be expressed as

t=t, +t,

where t the nominal time and t; is the random time (that has
been added to the input rather than the clock)

The input can be expanded in a Taylor’s series as

L 10U
"2 ot

2

.+ ....

tr =0

oV,
V=Uy LRZO + ot
R

tR =0

Truncating after first-order terms we have
oV
atR

[

0y ;‘v\ +
IN INJ¢ —o



Analytical Characterization of Clock Jitter

N My
Uy = (UINLR:O + ot
R

[

It now follows from the expression from the input that

Un|  _Veer wcos(wt, +6)
M|, 2
Thus
V V : V,
V,, = RZEF + RZEF sin(wt, +6)+%wcos(m(tN)+9)tR

The signal and noise jitter components can be identified as

U sig ;VRZEF +VR2EF sin(wt, +0)

Veer weos(w(ty)+0)t,

IN_jitter 2

V

112




Analytical Characterization of Clock Jitter

U sig ;VRZEF +VR2EF sin(wt, +0)
U iter ;VRZEF weos(w(ty)+6)t,

Will now obtain the SNR j;,

Observe the jitter noise can be expressed as

V
V z{ RZEF wcos (w(t, )+9)} ot,

IN_jitter —

Consider the following theorem:

Theorem: If X,(t) is a zero-mean random process and X,(t) is a periodic
deterministic function where the RMS value of X, is X;gus and the RMS
value ofX, is X,rus,then the RMS value of the product is given by the
expression Xgus=X1rmsX2rMS



Analytical Characterization of Clock Jitter

° tR ‘
RMS

{VRZEF wcos(w(t, )+9)} - {VRZEF %}

Recall it has been assumed that at the zero crossings of the sampling clock
R U('QTS’ QTSJ #, =0 O = e
Recall another theorem 2.7 2 J12

RMS

V
(vIN_jitterRl\/IS EI: R;EF wCOS(w(tN )+e):|

Theorem: If n(t) is a random process and <n(kTg)> is a sequence
of samples of n(t) then for large T/Tg,

1htT 2 2 2
VRMS = T tj n* (1) :\/on(kTs)+“n(kTs)
1

Thus the RMS value of the jitter time sequence obtained by sampling the jitter at
multiples of the nominal sampling period T can be expressed as

T
=0 :es

tR ‘RMS tr \/ﬁ




Analytical Characterization of C

V,
(vIN_iitterRMS ;|: R2EF (UCOS((L)(tN )+e):|

° tR
RMS

We thus have Veer

= 2 e O

V2 |

0

(vIN_jitterRMS

For full-signal input, the RMS value is given by

VREF

2\2

lad

?)IN_SigRMS

It thus follows that the SNR is given by

VREF
242 1
SNRJitter = V \/_ =
REF , o,

ock Jitter

RMS



Analytical Characterization of Clock Jitter

SNR :i

Jitter
]e)

tr

Or in dB we thus have

SNRyr oo = ~20l0g(27f 0, |

SNRy_gs =~15.96 - 20logfo, |

For small f or o the right-most term is large and positive

This can be compared to the quantization noise

SNR, . g5 =6.02n+1.76

As the f o,z product gets large, the jitter will dramatically degrade performance



Combined Quantization and Jitter Noise

2 2
‘vnoiseRMS - \/‘léuantRMS + ‘UIN_jitterRMS

Recall
(v _VLSB — VREF
QuantRMS \/ﬁ o ZH\/E
(v :VREF
Si S
igRM 2\5
Thus VF%
22 1
SNRJitter—Quant = — —2 = 8
V R 3. 2 n+
2 o2 4 _VREF
\ ﬁ tr 22n .12
Alternately
1
SNRJitter—Quant = 1 1
2 + 2
\/S N RJitter S N RQuant

1 1
SNR, =-10lo +
Jitter —QuantdB g ( SN Rz SN RZ ]

Jitter Quant



Combined Quantization and Jitter Noise

SNR = -

Jitter —Quant
0°c’ + 8
tR 2n+2
Se?

Crossover Frequency

(1 \ﬁ 1  0.13
o, \32"% ¢ 2




Model of Jitter

Assume t,, are uncorrelated uniformly distributed random variables

6. ©
tyeocUl-—Tg, =T
Jk & (28 28)

Consider 6=.01, .001, .0001, .00001

Observe: If Tqis a 100MHz clock, then Ts=10nsec and 6=.0001 corresponds
to 1psec (x0.5psec) of symmetric jitter



V,y =sin(mt)+0.5sin(2wt)

Mag(dB)

Effects of jitter on spectral performance
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Effects of jitter on spectral performance

V,y =sin(mt)+0.5sin(2wt) w=2nf, f,,=50Hz

Rect. Window N=512 Np =31 Jitter =0.0001
| | | | |
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Effects of jitter on spectral performance

V, =SIn (cot) + 0.5sIn(2wt) (Dzznfsig f,,=50Hz
Rect. Window N=512 Np =31 Jitter =0.001
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Effects of jitter on spectral performance
V,y =sin(mt)+0.5sin(2at) w=27cf. f —50HzZ

sig sig

Rect. Window N=512 Np =31 Jitter =0.01

Mag(dB)
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Summary of Jitter Effects

Jitter (as considered here) does not
Introduce harmonic distortion

Jitter does increase the noise floor



Jitter vs Clock Skew

Jitter and Clock skew may appear to be closely related but have
dramatically different effects

Clock Skew is a systematic perturbation of the clock signal

Clock Skew may be a random variable at the design stage
but each fabricated device will have a specific clock skew

Clock edge variations from ideal will be the sum of those variations
due to random noise and those due to clock skew

In contrast to jitter which does not introduce harmonic distortion, clock
skew can introduce spectral components, specifically harmonic
components and spectral spreading around the spectral components of
the fundamental and harmonics



Statistical Characterization of Electronic
Components and Circults

recal: Almost all data converter structures work
perfectly if components are ideal

Major challenges in data converter design

« Parasitic Resistances and Capacitances

« Nonlinearity in components

« Statistical variation in components and circuits
* Model uncertainties

« Power supply variability



Consider a flash ADC

* Resistor values and offset
voltages of Comparators are all
random variables at design level

Xout .
- g » Variations of these RVs affect the

break point and thus the yield

Thermometer to Binary Decoder




Consider Current-Steering DAC

VDD

Il |1/2 |1/4 |1/8

R R R e -
]

|deally 1
n - b
Vout =-h*Rp X —=
i=0 2



Consider Current-Steering DAC

e s MY

VR ¢|n-1 eoo Lll ¢|0 L‘ i‘ i‘ i‘ ’ﬁ—%m

|\/lREF

Basic Implementation of Current Sources

|:Wm i|(VR -VTp )2 Lm=Lo

deally | _ HCox
m- L W, =2M Iy
m m— 0

2

Actually

112

MkCoxk | Wm 2
I'm 2 L “ (VR'VTpk)
m
k
I is @ random variables and is a function of the model parameters yy, Coxx, Winks Lnks @nd Ve

M Coxir Winks Lk @nd Vo, are all random variables



Recall from previous lecture

How important Is statistical analysis?

Example: 7-bit FLASH ADC with R-string DAC

Assume R-string is ideal, V=1V and V¢ for
each comparator must be at most +/- %2 LSB

:
Case 1 ;:%
>

Thermometer to Binary Decoder

Standard deviation is 5mV Xout
Pcovp = 0.565 R n
Yapc=3.2010732 T
Case 2 R§
Standard deviation is 1mV ——
Pcomp = 0.999904 R%
Yapc=0.988

Statistics play a key role in the performance and consequently yield of a data converter



Statistical Analysis Strategy

Will first focus on statistical characterization of
resistors, then extend to capacitors and transistors

Every resistor R can be expressed as

R=R\*+Rgrp*+Rrw+Rrp+RreraptRrL

where Ry is the nominal value of the resistor and the remaining terms are
all random variables

Rirp: Random process variations Rrerap: Random gradient variations
Rry: Random wafer variations Ry, : Local Random Variations
Rrp: Random die variations

« Data Converters (ADCs and DACSs) are ratiometric devices and performance
often dominated by ratiometric device characteristics (e.g. matching)

« Many other AMS functions are dependent upon dimensioned parameters and
often not dependent upon matching characteristics



Statistical Analysis Strategy

R=R\*+Rrp+tRrw+RrotRreraptRrL

Rirp: Random process variations Rrerap: R&ndom gradient variations
Rrw: Random wafer variations Ry, : Local Random Variations
Rrp: Random die variations

Orp ~> Orw -~ Ogrp

All variables globally uncorrelated

For good common-centroid layouts gradient effects can be neglected

Local random variations often much smaller than Rgp, Ry, @nd Rip though not
necessarily

Area dominantly determines oy, but area has little effect on the other variables
At the resistor-level on a die, Rip, Rgy @and Rgp highly correlated thus cause no
mismatch

Major challenge in data converter design is managing Ry, effects

All zero mean and approximately Gaussian (truncated)

For dimensioned performance characteristics (e.g. band edge of filter), Rxp,
Rryw and Ryp are dominant and Rggrap @Nd Ry, typically secondary

For notational convenience, assume R=R+Rx
Ry includes Rgp, Rryw @nd Rip, Rarap N€glected, Rg=Rg,
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Resistor Characterization

Resistors are generally made of thin films of conductive or semiconductor materials

Generally h is very small compared to L and W

Films are often characterized by Sheet Resistance

In the ideal case R:p(E o Lj = R, (Lj



Resistor Characterization

Resistors are generally made of thin films of conductive or semiconductor materials

A2

Film Characterized by Resistivity : p(x,y,z)

Films are often characterized by Sheet Resistance Ry (x,y):

Ideally p(x,y,z) is independent of position as is R_(X,Y)

In the ideal case R= (E.Lj - R (Lj
Pl w “\W



Resistor Characterization

Resistors are generally made of thin films of conductive or semiconductor materials

Ideally 1 A




Resistor Characterization
|deally A Ay Actually
1A

Y x

« Boundary of resistor varies with position

* p(x,y,z) varies with position

« Thickness (H(x,y)) varies with position

» Properties of resistor vary with position and temperature



Resistor Characterization
‘B

|deally
;A
A
W
<t >
L
\/

IB

Actually

L_

Ay

X
>

Boundary of resistor varies
p(X,y,z) varies with position

These variations will define R



Consider the following resistor circuits

IA
—_— R=R,*+Ry
—> R Statistical
Model
l mean He, =0
B standard deviation on
Distribution: Truncated Gaussian
- - - N~(0O,o
Series Resistor Connection (of two nominally identical devices) ( RR)
A I:21:|:2N+FQR1
IQZZIQN-HQRZ
R1
RSerZ:ZRN+RR1+RR2
R

Compare the standard deviation of the resistance of
the series combination with that of a single resistor

o8



Consider the following Theorem:

Theorem: If X, ... X, are uncorrelated random variables and a,, .. a, are
real numbers, then the random variable Y defined by

n
Y=)> aiXi
=1
has mean and variance given by
n
Hy =2 a
=1
L 2
ovy=|2 (aoj)
=1

where p, and o;are the mean and variance of X; for i=1,...n.



Series Resistor Connection

(of nominally identical devices)

RlzRN +RR1
RZ:RN+RR2 IQSerZ:2|?N+I?Rl+I?RZ
From Theorem GSerZZ\EJRR

N ~ (O, \/EGR )
R
Extending to n-resistors that are nominally identical
RSern:nRN-l-ZRRk
k=1
O-Sern :%O-RR

N ~ (O, %GRR )

>

o

W —AWN— NNV >

R:

R2

Rn



Summary of Results

Nominal Standard Normalized
Structure Resistance Deviation Standard
Deviation
R Ry Ok,
Ser nR nR, \ﬁO-RR

Note increasing the resistance by a factor of n increased the standard
deviation by \n



Normalized Statistical Characterization

=
Gi [
RN
From previous theorem:
For single resistor R
;1 _ 1
S R2 R R RN
Ry N N

For series connection of n ideally identical resistors

Reo =NRy + ) Ry
k=1
R NMRy+> Ry " R
Reonom™ =L = = =1+=) &
NRy, nR, nis Ry
o _12”:1 R S P o :—10R
R R R, R, ——=> EQ Rr
2 P EHRY O N 2 on B R, Jn Ry
N N N

Note increasing the resistance by a factor of n dropped the normalized
standard deviation by «n



Summary of Results

Nominal Standard Normalized
Structure Resistance Deviation Standard
Deviation
R Ry Or~OR, Ore
RN
Jn =
Ser nR NRy Noy I Ore

Note increasing the resistance by a factor of n increased the standard
deviation by \/n

Note increasing the resistance by a factor of n decreased the
normalized standard deviation by /n



Parallel Resistor Connection

R,=R\*+Rg,; (RN+RR )(RN+RR )
R — R1 R2
R,=R+R_, Par 2R +R, +R_

R
— Rﬁ +RN (RRRl + RRRZ ) + RRRIRRRZ 1
Par2 ™
2RN+RRR1+RRR2

1+ RRRl + RRRZ

R

~ Rij RN B

RPar2 = R R +R

N 1+ RRl RRZ

2R,

2R,

« The random variable Ry, is highly nonlinear in Rk, and Ry,
« Some very good approximations of R, can be made that linearize the
expression



Parallel Resistor Connection

A
R1:RN+RR1 1+ RRRl + RRRz
R R
R,=R+R R,,, = N
? " R Par2 2 l+ RRR1+RRR2 Rl Rz
2R,
Recall that for x small, 1o
1+x
Thus B
R ~ RN l+ RRRl + RRRz RRR1+RRR2 ~ RN +1R 1
Par2 — 2 RN ZRN 2 4 Rr1 4 Rr2
From Theorem 1 1, 1 21
O =EG§R +E‘75R =§05R —= ORrp, = ﬁGRR

For n in parallel, it follows that

1
GRParn — ?/2 GRR
n




Parallel Resistor Connection

A
Consider normalized variance
— RN Rl Rz
RPar—2 -
2
& ~ l+1 RRFil + l RRRz
RPar2—Norm - 2 RN 2 |:\)N B

From Theorem

1 1 1
GZR E—aé +—0§ ——Gé
i 4 TRy 4 TRy 2 TRy
Par 2—-Norm RN RN RN
1
6 RPar2 — 2 GRR
RPar 2—Norm RZ 1
And for n in parallel R = Ry
N 1 Par—n n
O Rean - \ﬁGRR
RParn—Norm RN

Note decreasing the resistance by a factor of n dropped the standard
deviation by /n



Summary of Results

Nominal Standard Normalized
Structure Resistance Deviation Standard
Deviation
R Ry Or~OR, Ore
RN
Jn =
Ser nR NRy Noy N
Par nR & 1 1
n 3 O Jn &

Note increasing or decreasing the resistance by a factor of n decreased
the normalized standard deviation by \/n

Note increasing the area by a factor of n decreased the normalized
standard deviation by\ﬁ

What is the relationship between resistance, area, and standard deviation?



Consider parallel/series combination of 4 nominally identical resistors

REQ — RN
O

o, =—12
EQ 2
B 1

Note making no change in the resistance reduced the standard

deviation by 2

Note increasing the area by a factor of 4 dropped the standard

deviation by 2



Summary of Results

Nominal Standard Normalized
Structure Resistance Deviation Standard
Deviation
R Ry ORr, Ory
RN
Jn o
Ser nR NRy Noy N
RN 1 1
- — —=0
Par nR o n% Ok, N %
Ser 2R ZRRN \EGRR R G
Par 2R A C’FV ‘7/
2 J8 /5
Or,
Ser 4R 4R, ZO'RR 3

/2
N GRR %:
Par 4R y 4 ) Z
Par/Ser 4R Ry GR% R/



Observation:

In all cases, increasing the area by a factor of n
decreases the normalized standard deviation by sqgrt (n)



Have considered in previous examples the following scenarios

e

» Current density is uniform in each structure

» Aspect ratio plays no role in normalized performance

» Resistance value plays no role in normalized performance
» Only factor in normalized performance is area

» For a given resistance, each factor of 2 reduction in o requires a
factor of 4 increase in area



Key Implications:

If yield of a data converter is determined by matching
performance, then every bit increment in performance
will require at least a factor of 2 reduction in o and
correspondingly a factor of 4 increase in the area for
the matching critical components if the same yield is

to be obtained.




Formalize Resistor Characterization Concepts

Assume lithography is perfect, no gradient effects, and no contact resistance

y

W
 (x,y)
L1 L)
> X
R.(X,Y): Sheet resistance at (x.y)
'[RD (x,y)dxdy
Most authors assume: _
Rueo =2— A=WL

We will make this same assumption



Counter example showing limitations of standard assumptions

Assume sheet resistance constant in yellow region of value R_; and constant in
purple region of value R_, ®

<T> E <T>
L '
Ro1 T Roa

L
If € is small and Wy large  Rgg =Ry RAB = le(w)
[ Ry (xy)dxdy
but R = A ~ Ro1tRa2
A 2

If R; and R, are not equal, then R_go# R.;

Though errors can be big, in practical processes the assumptions are probably pretty good !



Consider a square reference resistor of width 1pum

>

Assume the standard deviation of this reference resistor,
due to local random variations, iS Oggr -

»
L

1y

'8,

Consider now a resistor of length L and width W IBl

Define the equivalent sheet resistance of this resistor: R _gq L

R_eq is @ random variable with a nominal value of R
and standard deviation that satisfies the expression

A
A 4

2 2
o2 = Orer _ ORrer lB
RDEQ o o 2
W el A
It follows that the value of the resistor R is given by the expression

L
R=R o —
“EQ W

2 2 O,
i =(w) +oi o () o

A=

WeL



Consider a resistor of width W and length L B

2 2
L o L A=W-L L
ot =( ) s = ot o
| . | R LW
Consider now the normalized resistance —
RN ) '
where R, =R L l B
N DN W 2

It follows that

ot = () ot g )~ () e )~ ()

The term on the right in [ ] is the ratio of two process parameters so define

the process parameter A, by the expression A = ORreE
R

oN

Ag is more convenient to use than both o and R_

Thus the normalized resistance is given by the expression
2 2
2 AR _ AR
oRr = =
2wl A
N
Will term AR the “Pelgrom parameter” (though Pelgrom only presented results for MOS devices)




How can Ay be obtained?

Recall: 9r T Ja  where A= Orer

oN

1. Obtain Ai from a PDK

2. Build a test structure to obtain Ay




Case 1 (Howabout this?) -

D Take o large Namher , n, of +es+ R

Tesistors with [enﬁ-H\ and wid”ﬁ
tqual to |

oN

2) Measure PR, -+ Rn

3) Calculate +he sample standard deviation

ORrer = OsampLE
ﬁ Aq

N = HsampLE HsavpLe

GSAMPLE

112

There are Some Serlous .Pr'oH*?nﬁ.s with
+his qpproac]\ |

A "
-
3

! _ fringe e Ffects w1l
i gfﬂﬂ‘n{.ltnn‘l'lj Skeqj

~n

ORer

- A t‘reu'{nﬂ Size Can
vedure/ minimize +his
CONCEN I
If devices are not really close, other random

variations including gradients will skew results that
are supposed to characterize local random variations



Case 2 ~ |
O
-— Lﬁrqﬂ_ _A‘R_.:%

Cefl oN

~ W 2 2 L
R.,.=—u Or = Orer ®
N — AMPLE 3
O L S W
HsavpLe IS the mean resistance of the sample Tl'l 1 5 'S.’l‘!“ﬂ.{'#ﬁ j S fg M { i 0q n-Hj Y ed wces

'H"e. bﬂuﬂclar bl : '
_ / 4 Problem associated with
AR:O-R LW ‘i"l‘l-e ‘/““L:U\ Structure

HsanvpLE

- Lh{‘_, "Hﬁﬁ qppmaclr\ s+l hag iiﬁniilmn-}
Pra‘o'-.e"m_s

Grac“é'njr E*'F{:Cri:f, will he Pﬂr{:f%lﬂr‘-h
5fgni§‘ltan-\* J;ar- |G.rct_g tells '

If devices are not really close, other random variations will skew
results that are supposed to characterize local random variations



Gradient Effects

Consider
G»r'a CI ft’n‘:l‘
\D;_ rectiOm
R Ra
ORer
P\l Q“("

aradie.n.-l;- et Sects will drnma{.‘mltj
skew A? ettraction |

— heed Earqe test structures
+hat are \nsensitive +o
gradient effects !

- Consider a Awo-resisto
“‘est cetl



How does the vatio maJcck'mrj

ot +i"_.0 resistore relate to

‘H‘.e S'&‘andarc!. dEufa.lcn:E}ﬂ oF a
single resistor ?

R —» ‘jﬁ or Ua

Rw
e = Rl*Rg_
R._ 'R:_ ‘RN
Rlu *Elg‘ﬂ HR;
?m"RZM:‘RN RM - _E
e = Riﬂ“‘ﬁag‘
QN‘




Case3  Measurement of Ag

O'A_RZ\EGE ARIﬁ.GE
N Ry

Ry R

S"\'ra"t'-eaﬂ for test skr wet ureg

R\ Ra :
" ) A=area of one resistor

- Common
Centrol d

Rg& ?15

- larqe tells buk not +oo big to creatr hanlimear
aradients

_ spread a large numbher o f those test
Skruckures on o Rle

- geneate AR, AR, AR,

RN RN o RN

- calculate variance of these samples ==

A.—JAeo, —JAeto,. —JAe-Ls
= sr

NEAES z0



Measurement of Ag




Measurement of Ay

What about just taking a large number
of resistors at multiple sites on a die, at
multiple die locations on a wafer, and
and on many wafers an wafer lots:

————
Giz&i
R R
N N » AR_
A
o, =7
e VA
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